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Newton and Euler 
 

Len Bos [*] 
 

1. Euler’s Method for the Numerical Solution of Differen-
tial Equations 
 

Euler’s method is the simplest way to numerically estimate 
the solution of an Ordinary Differential Equation (ODE). It 
goes like this. Suppose that we want to solve the general (first 
order) ODE 
y '(t) = F(y(t), t)            (1) 

with initial condition y(t0) = y0. (This by the way is a very com-
mon important problem in scientific computations!) The tan-
gent line to the curve y = y(t) at the point t = a is just 
y = y(a) + y '(a)(t – a). 
Euler’s method is to first discretize time into equally spaced 
times: tn = t0 + nh, n = 0, 1, 2, …, where h is the time step. 
Then we suppose we have an estimate of the value of y(tn–1) 
and we try to use this to get an estimate of the value of y(tn). 
Specifically, Euler replaces y(t) by its tangent line at t = tn–1, 
y= y(tn–1) + y '(tn–1)(t – tn–1), and uses the value of the tangent 
line as an estimate of the value of y(tn). This results in y(tn) ≈ 
y(tn –1) + y '(tn –1)(tn – tn –1). 
Then, using the fact that our time points are equally spaced, 
i.e., tn – tn –1 = h, we get y(tn) ≈ y(tn –1) + hy'(tn –1). 
Finally, since we are solving the ODE (1) and have a formula 
for y '(t), we have y(tn) ≈ y(tn –1) + hF(y(tn –1, tn –1)). 
The Euler iteration is therefore 
yn = yn –1 + hF(yn –1, tn –1)          (2) 
with y0 the given initial value. The resulting values yn are esti-
mates of the true values y(tn). 

 
2. Euler’s Method and Zeros of Functions 
 

The physical laws of nature are often expressed as a dif-
ferential equation and hence numerical methods for solving 
ODEs are used frequently in scientific and engineering appli-
cations. Their importance cannot be underestimated! But per-
haps you didn’t know that differential equations can also be 
used to find zeros of functions. Here’s how. Suppose you 
have some function f(x) and you want to find one of its zeros, 
x = z, such that f(z) = 0. The solution x = z is, of course, un-
known; we have to find it. But if we take any value x = x0 then 
we do know the solution to the related problem f(x) = f(x0) it’s 
just x = x0! Hence we have two problems, one where we know 
the solution, f(x) = f(x0) and one where we don’t, f(x) = 0. We 
can connect them in the following rather devious way: consi-
der for t ≥ 0, f(x) = f(x0) e–t. 
Since the right hand side now depends on the variable t, this 
implicitly defines the solution x(t), i.e., 
f(x(t)) = f(x0) e–t            (3) 
When t = 0 the equation (3) becomes f(x) = f(x0) so that x(0) 
= x0 while for t = ∞ it  becomes f(x) = 0 so that lim t → ∞ x(t) = 
z. As t varies from 0 to ∞ we move from a problem where we 
do know the solution to one where we don’t! 
Of course, solving (3) is in general just as hard as our original 
problem, but there is a significant difference – we can find an 
ODE that describes the solution of (3), x(t)!  To see this,  diffe- 

rentiate both sides of (3) with respect to t to get 
f  '(x(t)) x '(t) = –f(x0) e–t. 
Then notice that the right side is, by (3), just –f(x(t)) so that  
f   '(x(t)) x '(t) = –f(x(t)) from which it follows that 

x ' t( ) = !
f x t( )( )
f ' x t( )( )             (4) 

an ODE for x(t) with x(0) = x0. 
Euler’s method (2) applied to the ODE (4) is then 

xn = xn!1 ! h
f xn!1( )
f ' xn!1( )            (5) 

Notice that for h = 1 this is just Newton’s method for finding a 
zero, a remarkable fact! But something strange seems to be 
occuring! We know that Newton’s method is extraordinarily 
fast (it has so-called quadratic convergence) but Euler’s me-
thod, to give accurate results requires a very small step-size 
h, not a gigantic one like h = 1. This seems paradoxical! What 
is happenning here? Let’s look at a specific example. 
 
3. An Example 
 

Take f(x) = x2 – 1 and x0 = √2 with zero z = 1. Euler’s me-
thod (or for that matter, any numerical method!) cannot hope 
to be better than the exact solution of an ODE, so let’s look at 
the exact solution of our ODE (4) (in this case we can actually 
work out what it is!). Remember that the ODE (4) describes 
the solution of (3), which in this case is 

x t( )( )2 !1= x0
2 !1( ) e!t  

which can be solved for 

x t( ) = 1+ x0
2 !1( ) e!t  

(we take the positive root since z = 1 ≥ 0). With the choice of 
x0 = √2 this simplifies to x(t) = √(1 + e 

–t). Euler’s method with 
h = 1 corresponds to times tn = n h = n so xn is supposed to be 
an estimate of x(tn) = x(n), i.e., xn is an estimate of 

x n( ) = 1+ e! n .            (6) 

But what exactly is the value of xn? It turns out that we can 
also work out its exact value! First of all let’s simplify the 
iteration (5) for our f(x) = x2 – 1 (and h = 1). In fact a little al-
gebra results in xn = g(xn –1) where 

g x( ) = 12 x + 1
x

!
"#

$
%&

. 

Now change variables by letting x = coth(θ) the hyperbolic co-
tangent function. This function is a bit less familiar than its 
more famous cousin the trigonometric cotangent function 
cot(θ) so first let’s just recall a few of its properties. It’s defi-
ned to be just coth(θ) = cosh(θ) / sinh(θ), where cosh(θ) = (eθ 
+ e 

–θ) / 2 is the hyperbolic cosine and sinh(θ) = (eθ – e 
–θ) /2 is 

the hyperbolic sine. We will need the “double angle” formulas 
 

cosh(2θ) = cosh2(θ) + sinh2(θ) 
 

and 
 

sinh(2θ) = 2sinh(θ) cosh(θ) 
 

which are easy to verify from the definitions. Now for the 
change of variables. We need to figure out 



g coth(!)( ) = 1
2
cosh(!)
sinh(!)

+ sinh(!)
cosh(!)

"
#$

%
&'
=  

                  = cosh
2(!) + sinh2(!)

2sinh !( ) cosh(!) = cosh(2!)
sinh(2!)

= coth(2!) . 

Thus, letting θn be defined by xn = coth(θn), the iteration (5) 
(with h = 1) becomes coth(θn) = coth(2 θn–1), 
or, in other words, θn = 2 θn–1 . 
Clearly then θn = 2n

 θ0 and hence 
xn = coth(2n θ0).            (7) 
Again, xn is the Euler method approximation to the exact solu-
tion of the ODE x(n). We could now compare the two and see 
how good an approximation it is. But, we should ask oursel-
ves what our goal is here. What do we want to find? The solu-
tion to the ODE (4) or the zero of the function f(x), z = 1? Ac-
tually, in this case we want the zero! So the real question is: 
which is converging faster to z = 1, x(n) or xn? Let’s see. Ob-
viously x(n) = √(1 + e–n) goes to 1 as n→ ∞, and a rate (more 
or less) like e–n goes to zero. For xn it’s a bit more complica-
ted (but not difficult) to see. We calculate with a little algebra 
(see if you can verify the details) 

xn = coth 2
n !0( ) = cosh 2

n !0( )
sinh 2n !0( ) =

exp 2n !0( )+ exp "2n !0( )
exp 2n !0( )" exp "2n!0( )  

     =
1+ exp !2n+1!0( )
1" exp "2n+1 ! 0( )

. 

We thus also have lim n→∞ xn = 1 but now at the rate at which 
exp(–2 

n+1 θ0) goes to zero. This latter expression is a double 
exponential and goes to zero much much faster than does 
exp(–n)! 

4. Conclusions 
 
So who was the winner? The exact solution to the ODE or the 
imprecise Euler approximation with giant step size h = 1, also 
known as Newton’s method? Clearly Euler/Newton wins! But 
what does this tell us? We have to always keep in mind what 
it is that we are trying to calculate! Sometimes there’s no point 
in calculating intermediate results to great precision when all 
that matters is the precision of the final value! 
 
[*] Professore Ordinario di Analisi Numerica, Università degli Studi di 
Verona. E-mail: leonardpeter.bos@univr.it 
 
 

Equazioni parametriche di una quartica 
bicircolare 

 
di Nazario Magnarelli [**] 

 
[Segue	  dal	  n.	  185]	  
Si ha il sistema di equazioni: 

(x2 + y2)2 ! 4x(x2 + y2) ! 4y2 +5x2 = 0
x = k.

"
#
$

%$
      (16) 

Imponendo la condizione che il discriminante dell’equazione 
risolvente sia nullo  si ha l’equazione: 

5k2 !8k ! 4= 0 ,            (17) 
che ha le radici k = 2 e k = – 2 / 5. 
A queste radici corrispondono due rette. Intersecando la quar-
tica con la prima, si vede che questa è una retta bitangente 
nei punti T(2; √2) e T’(2; –√2). 
Anche la seconda retta è bitangente e tocca la C4 nei punti 
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Seconda parte 
 

Torniamo alla quartica di equazione: 
 

(x2 + y2)2 ! 4x(x2 + y2) ! 4y2 + 5x2 = 0 ;      (18) 
 

da  cui 
 

y4 + 2y2(x2 ! 2x ! 2) + (x4 ! 4x3 + 5x2) = 0 .     (19) 
 

 Risolvendo rispetto a y2 si ha: 
 

y2 = (!x2 + 2x + 2) ± !5x2 +8x + 4        (20) 
 

Ora y2 deve essere reale e positivo; affinché sia reale basta 
che – 5 x2 + 8 x + 4 ≥ 0 e affinché sia anche positivo deve es-
sere 

 !x2 + 2x + 2! !5x2 +8x + 4 " 0 .       (21) 
 

Dobbiamo così risolvere la disequazione irrazionale (21). 

I valori di x che verificano la disequazione (21) sono dati dal 
sistema di disequazioni : 

! 5x2 +8x + 4 " 0

! x2 + 2x+ 2 " 0

! 5x2 +8x + 4 # (! x2 + 2x + 2)2

$
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 ; 

in modo perfettamente equivalente possiamo scrivere il siste-
ma 

5x2 !8x ! 4 " 0 , verificata per !2 / 5" x " 2( ) ;
+x2 ! 2x ! 2 " 0 , verificata per (1! 3 " x "1+ 3) ;

!5x2 +8x + 4 " (!x2 + 2x + 2)2 , verificata per (!# < x < +#) .
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Le prime due disequazioni sono di facile soluzione. La terza 
disequazione del sistema si riduce a 
x2 – 4x + 5 ≥ 0,            (22) 
la quale ha radici complesse coniugate e quindi è verificata 
per qualsiasi valore reale della variabile x. Riportando in un 
grafico i capisaldi della discussione, vediamo che la curva è 
tutta compresa fra le rette x = –2 / 5 e x = 2. 
 

 
 

Figura 2 
 

La verifica algebrica è confermata dalla fig. 2, nella quale ab-
biamo tracciato anche una delle tangenti alla C4 parallele al-
l’asse x (l’altra è simmetrica). (Segue	  al	  n.	  187) 
	  
[**] Socio Mathesis di Latina 


